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•	Describe the structure and operation of an “artificial 
neuron” in a neural network.  

•	Discuss the basic architecture of a deep learning 
neural network including the input, hidden and 
output layers. 

•	Describe the architecture of a Convolutional Neural 
Network (CNN). 

•	Explain the intuitive meaning of convolution. 

•	Discuss how a convolutional neural network can 
extract features of an image though the Convolution 
Layer, Rectified Linear Unit Layer (ReLU), and 
Pooling. 

•	Explain how a convolutional neural network can 
classify an image through the Fully Connected Layer 
and Softmax Function. 

•	Describe an intuitive design of a Convolutional 
Neural Network, with the integration of the feature 
extraction and image classification components.
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in the Feature Extraction and 
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So what is a kernel 
or a filter?

vA filter is an array of discrete numbers 
vA filter is a mathematical device to look for specific 

features (e.g. edges) within an image. 
vThe filter produces an output image which 

focuses solely on the regions of the image which 
exhibit the feature it was searching for. 

vThe output of a convolution is referred to as a feature 
map.
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An example of a filter, typically 
consisting of an array of numbers. 
The arrangement and values of 
the number reflect a specific 
feature within an image
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• Now that feature extraction is complete, the information will be forwarded to the 
Image Classifier for image classification

• The Image Classifier consists of the Fully Connect Layer and the  Softmax Function 

Extracted features of input 
image are input into the 
Image Classifier

Feature Map

This is how a 
neural network is 
constructed

Multiple artificial 
neurons are selected 

• Neurons are arranged in layers
• The number of layers can be 

multiple, depending on the 
complexity of the network

Connections are formed 
between the neurons 
according to the algorithm

• Design of the network can be 
modified to handle more complex 
task.  

• This is achieved by adding neurons 
and layers to the network. 

• New connections can also be formed 
according to the requirement of new 
algorithm 

Original image of letter T Digitized image of letter T

What is the format of the input data to a 
neural network? 

• We must remember that the network does not see the image data like an human eye
• The image must be digitized prior to input into the network
• Digitization involves creating a matrix of numbers representing pixel brightness
• The brightness of each pixel is assigned a number ranging from 0 to 255, depending on 

the degree of brightness 
• You can see an example of a digital representation of a letter T above

Here are some examples of filter types
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Sharpness filter

Edge filter

Feature map with edge features only

Feature map with sharpening
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• The image classification 
gets a little bit 
mathematical

• Its main function is to 
place the extracted 
features into a 
probabilistic category that 
the network can 
determine a classification 

• The Fully Connected layer 
performs an operation called 
flattening 

• Flattening converts data in 2-
dimensional matrix of the 
Feature Map into a 1-
dimensional  array 

• The 1-dimensional matrix data 
is sent to a feed forward layer 

• The Softmax Function is the last 
layer of a CNN

• Softmax Function receives input 
from the Fully Connected layer

• The Softmax function is a 
mathematical function that turns an 
array of input values that can be 
positive, negative, or zero, into 
values between 0 and 1, so that 
they can be interpreted 
as probabilities

• In another word, the output of 
Softmax results in categorical 
distribution for class probabilities
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What is Artificial 
Intelligence?

Very simple!
Artificial Intelligence (AI) is a branch of computer science that is 

concerned with building computer systems capable of performing tasks 
the typically require human intelligence

Basically we try to build computer systems that can 
simulate human intelligence

Artificial Intelligence

q Convolutional Neural Networks are a special type of deep learning network
q A CNN is designed for processing structured arrays of data such as images
q CNN is a type of deep learning model for processing data that has a grid pattern, 

such as images
q CNN modeling is inspired by the organization of human visual cortex and designed 

to automatically and adaptively learn spatial hierarchies of features, from low- to 
high-level patterns

q CNN are excellent at picking up on patterns such as lines, gradients, circles, or even 
eyes and faces

q Convolutional neural networks have become the state of the art for many visual 
applications such as image classification

What is a Convolutional Neural 
Network (CNN)?

What does the convolution 
layer do to the input data?

vConvolution is a mathematical operation 
vConvolution could be conceptually thought of as the mixing of information 

of two datasets
vThe mixing can be utilized to extract some features of the datasets
vIn convolution neural networks, convolution is utilized for extracting 

features of the input image

What is the next step 
following convolution 

operation?

The next step is Normalization 
by applying an activation 
function to the Feature Map 

• A common activation function in convolutional neural network 
is called ReLU

• ReLU stands for Rectified Linear Unit
• The purpose of ReLU is to add non-linearity to the 

convolutional network. This is necessary since the real-world 
data consists of non-linear values 

• A rectified linear unit has output 0 if the input is less than 0, if 
the input is greater than 0, the output is equal to the input

ReLU
activation 
function

Basically just 
remember that ReLU

blocks negative 
number

Let us put together a simplest 
Convolutional Neural Network

Convolution
Pooling 

Fully Connected Layer 
+

Softmax Function
Input data

Airplane

Let us go through the operational steps
• Pass the input image to Convolutional Neural Network.
• Convolute with filters to obtain Feature Map.
• Apply ReLU activation function and Pooling
• Flatten the output and feedforward it to Fully Connected Layers
• Output the class using Softmax Function
• Classify the image

• The actual design of a CNN is much more complex
• Typically numerous convolutions are performed on the input data
• Each convolution uses a different filter which results in different Feature Maps
• All of these Feature Maps are then assembled as the final output of the convolution layer
• The final convolutional data is forwarded to the Image Classifier for image classification 

Feature Map
Feature Maps

Image Classifier

It is a fixed wing airplane

CNN consists of two major subsystems, one subsystem is for image feature identification/extraction and one subsystem is for image classification

Image feature identification/extraction subsystem

Ø Convolution of the input image and a kernel, acting as a filter can result in various effects (e.g. extracting edges, blurring, sharpening, outlining, embossing, etc.)

Ø Rectified Linear Activation Function (ReLU), introducing the non-linearity to the data, which enable the network to train a faster without making a significant 
difference to the accuracy

Ø Pooling layer makes the CNN translation invariant in terms of the convolution output

Image classification subsystem

Ø Flattening converts the matrix data into a 1-dimensional array for inputting it into the image classification system

Ø Fully Connected layers will combine features learned by different convolution kernels and produce different activation patterns based on what features are present in 
the input images

Ø Softmax is a mathematical function, which allows the transformation of arbitrary real values from the Fully Connected layer into probability distributions of a list of 
potential image classification

Basic building blocks of a convolutional neural network (CNN)

What is machine learning?

• Machine learning is a SUBSET of artificial intelligence 
• MACHINE LEARNING is an application of AI that can automatically learn 

and improve from experience 
• MACHINE LEARNING is built upon an ALGORITHM that uses 

computational methods to “learn” information directly from data 
without relying on a predetermined equation as a model 

• MACHINE LEARNING algorithms adaptively improve their performance 
as the data available for learning increases 
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• It is very SIMPLE
• A Convolutional Neural 

Network consists of two 
major components

1. Image Feature 
Extraction layer

2. Image Classifier layer

What is basic organization of a 
Convolutional Neural Network?

This component extracts 
the features of the images 

This component recognizes 
and classifies an image

Airplane

v Convolution operates on two datasets

§ one being an input image 

§ one being a kernel acting as a filter on 
the input image

v The convolution operation involves 
multiplying the values in the filter with the 
corresponding pixel values of the input 
image.  

v The operation yields a convolutional image, 
usually smaller dataset reflecting the 
extracted features of the input dataset

Performing convolution on an input image 

What is the next step following 
activation?

The next step is Pooling

Pooling Layer

• The purpose of the pooling layer is to further reduce 
the spatial size of the Feature Map

• The Pooling layer mainly simplifies the information 
collected and creates a condensed version of the same 
information

• The most common form of pooling is the Max Pooling
• The Max Pooling layer slides an array of numbers over 

the Feature Map and takes the max value , discarding 
all other values.

Condensed version of the Feature Map 

What is Deep Learning?

v Deep learning is an artificial intelligence function that mimics the workings of the human thought 
process

v Deep learning is a subset of machine learning
v The fundamental functional unit of a deep learning neural network is an ARTIFICIAL NEURON node
v Deep learning neural networks are built with artificial neuron nodes connected together to form a 

topological structure
v The hierarchical neural network reflects the ALGORITHM of the network in processing/transforming 

the data

v The word "deep" in "deep learning" refers to the number of layers through which the data is 
processed 

v Deep learning algorithms propagates data through multiple layers of neurons, each of which 
passes a simplified representation of the data to the next layer

v Deep learning algorithm is capable of learning from the input data to improve its 
performance
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